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500 START F I G 5
502— Receiving, at a computing device, content to be summarized

v

504 — Defining, by the computing device, and based on the content, a plurality of
content segments

v

Defining, by the computing device, and based on a determined similarity
between content segments from the plurality of content segments, a
plurality of content segment clusters, each content segment cluster from the
plurality of content segment clusters associated with one or more content
segments from the plurality of content segments

v

Determining, by the computing device, a plurality of representative content
segments including a representative content segment for each content
segment cluster from the plurality of content segment clusters, wherein, for
a first content segment cluster from the plurality of content segment
clusters, a first representative content segment is determined by:
calculating a diffusion value for each content segment associated with the

508— first content segment cluster, the diffusion value calculated based on a
quality value associated with the respective content segment and a
proximity of the respective content segment with other content segments
associated with the first content segment cluster; and
responsive to calculating the diffusion value for each content segment,
selecting, as the first representative content segment for the first content
segment cluster, a content segment with a highest calculated diffusion
value

v

Selecting, by the computing device, and to be included in a summary of the

510 — content, one or more representative content segments from the plurality of

representative content segments, wherein a magnitude of the one or more
representative content segments exceeds a predetermined threshold.

506 —

END ¥
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SYSTEMS AND METHODS FOR IMPROVED
COVERAGE OF INPUT MEDIA IN CONTENT
SUMMARIZATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to, and the benefit under
35 U.S.C. §119(e), of U.S. Provisional Patent Application
No. 61/897,206, filed 29 Oct. 2013, the entire contents and
substance of which are hereby incorporated by reference as
if fully set forth below.

BACKGROUND

In recent years, there has been a proliferation of consumer
digital cameras and camera-equipped mobile devices (e.g.,
smartphones and tablets). The cost of such devices and
digital media storage continue to decrease, while usage
continues to increase. Accordingly, there has been an explo-
sion in the amount of digital image and video data produced
and stored. However, much of this data consists of long-
running or unedited content such as unsorted photo collec-
tions, home videos, or surveillance feeds.

A photo or video summary can provide a visual synopsis,
or a “trailer” of sorts, to quickly reveal the subject matter of
media content and highlight the more salient portions. When
browsing digital content, for example, on a social content-
sharing platform, being able to identify quickly the more
interesting parts of a video can save significant time. More-
over, video summaries can provide a compact but rich
feature set for activity-recognition heuristics.

To create compact summaries from unedited content,
existing summarization techniques may prioritize selection
of higher quality content or segments with significant
motion or activity. However, conventional techniques may
overemphasize these factors to the detriment of providing
comprehensive coverage of the input content. Moreover,
conventional techniques are generally too computationally
intensive to be effectively implemented on computationally
constrained mobile devices. Accordingly, content captured
at a camera-equipped mobile device often must be offloaded
to another computing device for effective summarization.

SUMMARY

Some or all of the above deficiencies may be addressed by
certain implementations of the disclosed technology. Certain
implementations include techniques for improved content
coverage in automatically-generated content summaries
Moreover, in some implementations, the techniques may be
implemented effectively on computationally constrained
mobile devices, such as smartphones, tablets, and digital
cameras. Accordingly, implementations of the disclosed
technology may reduce time and user effort expended when
browsing media content, or aid activity-recognition tech-
niques.

According to an example implementation, a method is
provided. The method may include receiving content to be
summarized. The method may further include defining,
based on the content, a plurality of content segments. The
method may yet further include, defining, based on a deter-
mined similarity between content segments from the plural-
ity of content segments, a plurality of content segment
clusters. Each content segment cluster from the plurality of
content segment clusters may be associated with one or
more content segments from the plurality of content seg-
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ments. The method may also include, determining a plurality
of representative content segments including a representa-
tive content segment for each content segment cluster from
the plurality of content segment clusters. For a first content
segment cluster from the plurality of content segment clus-
ters, a first representative content segment may be deter-
mined by calculating a diffusion value for each content
segment associated with the first content segment cluster,
and responsive to calculating the diffusion value for each
content segment, selecting, as the first representative content
segment for the first content segment cluster, the content
segment with a highest calculated diffusion value. The
diffusion value may be calculated based on a quality value
associated with the respective content segment and a prox-
imity of the respective content segment with other content
segments associated with the first content segment cluster.
The method may include selecting, to be included in a
summary of the content, one or more representative content
segments from the plurality of representative content seg-
ments, wherein a magnitude of the one or more representa-
tive content segments exceeds a predetermined threshold.

According to another example implementation, a com-
puter readable medium is provided. The computer readable
medium may store instructions that, when executed by at
least one processor in a system, cause the processor to
perform a method substantially similar to the method
described hereinabove.

According to yet another example implementation, a
system is provided. The system may include a memory
operatively coupled to a processor and configured for storing
data and instructions that may be executed by the processor.
When executed, the system may be caused to perform a
method substantially similar to the method described here-
inabove.

Other implementations, features, and aspects of the dis-
closed technology are described in detail herein and are
considered a part of the claimed disclosed technology. Other
implementations, features, and aspects can be understood
with reference to the following detailed description, accom-
panying drawings, and claims.

BRIEF DESCRIPTION OF THE FIGURES

Reference will now be made to the accompanying figures
and flow diagrams, which are not necessarily drawn to scale,
and wherein:

FIG. 1 depicts a block diagram of illustrative computing
device architecture 100, according to an example implemen-
tation.

FIG. 2 depicts an illustration of a computing device 200,
according to an example implementation.

FIG. 3 is a flow diagram 300 illustrating selection of
representatives for content clusters based on diffusion,
according to an example implementation.

FIG. 4 is a flow diagram 400 illustrating selection among
representative segments for inclusion in a content summary,
according to an example implementation.

FIG. 5 is a flow diagram of a method 500 for providing
improved content coverage in automatically-generated con-
tent summaries.

DETAILED DESCRIPTION

Implementations of the disclosed technology include
techniques for improved content coverage in automatically-
generated content summaries. According to certain imple-
mentations, content coverage may be improved by grouping
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elements, e.g., subsets of images from a collection or
segments of a video sequence, into clusters based on simi-
larity between the elements; determining the diffusion in
each cluster to reveal the optimal “representative” of each
cluster; and selecting a subset of the cluster representatives
providing a desired length or duration of summary while
improving or maximizing secondary factors.

Various types of input content may be used with imple-
mentations of the disclosed technology, including groups of
images, video clips, or other multimedia content such as text
and audio. In some implementations, contiguous content
may manually or programmatically be divided into discrete
portions, for example, a lengthy video divided into a number
of short clips.

In some implementations, the disclosed techniques may
be implemented effectively on a computationally-con-
strained mobile device. In other words, the processing
required may be computationally feasible for execution on a
smartphone or similar device.

Some implementations of the disclosed technology will
be described more fully hereinafter with reference to the
accompanying drawings. The disclosed technology may,
however, be embodied in many different forms and should
not be construed as limited to the implementations set forth
herein.

In the following description, numerous specific details are
set forth. However, it is to be understood that implementa-
tions of the disclosed technology may be practiced without
these specific details. In other instances, well-known meth-
ods, structures, and techniques have not been shown in detail
in order not to obscure an understanding of this description.
References to “one implementation,” “an implementation,”
“example implementation,” “some implementations,” “cer-
tain implementations,” “various implementations,” etc.,
indicate that the implementation(s) of the disclosed technol-
ogy so described may include a particular feature, structure,
or characteristic, but not every implementation necessarily
includes the particular feature, structure, or characteristic.
Further, repeated use of the phrase “in one implementation”
does not necessarily refer to the same implementation,
although it may.

Throughout the specification and the claims, the follow-
ing terms take at least the meanings explicitly associated
herein, unless the context clearly dictates otherwise. The
term “or” is intended to mean an inclusive “or.” Further, the
terms “a,” “an,” and “the” are intended to mean one or more
unless specified otherwise or clear from the context to be
directed to a singular form.

Unless otherwise specified, the use of the ordinal adjec-
tives “first,” “second,” “third,” etc., to describe a common
object, merely indicate that different instances of like objects
are being referred to, and are not intended to imply that the
objects so described must be in a given sequence, either
temporally, spatially, in ranking, or in any other manner.

In some instances, a computing device may be referred to
as a mobile device, mobile computing device, a mobile
station (MS), terminal, cellular phone, cellular handset,
personal digital assistant (PDA), smartphone, wireless
phone, organizer, handheld computer, desktop computer,
laptop computer, tablet computer, set-top box, television,
appliance, game device, medical device, display device, or
some other like terminology. In other instances, a computing
device may be a processor, controller, or a central processing
unit (CPU). In yet other instances, a computing device may
be a set of hardware components.

A presence-sensitive input device as discussed herein,
may be a device that accepts input by the proximity of a
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finger, a stylus, or an object near the device. A presence-
sensitive input device may also be a radio receiver (for
example, a WiFi receiver) and processor which is able to
infer proximity changes via measurements of signal
strength, signal frequency shifts, signal to noise ratio, data
error rates, and other changes in signal characteristics. A
presence-sensitive input device may also detect changes in
an electric, magnetic, or gravity field.

A presence-sensitive input device may be combined with
a display to provide a presence-sensitive display. For
example, a user may provide an input to a computing device
by touching the surface of a presence-sensitive display using
a finger. In another example implementation, a user may
provide input to a computing device by gesturing without
physically touching any object. For example, a gesture may
be received via a video camera or depth camera.

In some instances, a presence-sensitive display may have
two main attributes. First, it may enable a user to interact
directly with what is displayed, rather than indirectly via a
pointer controlled by a mouse or touchpad. Secondly, it may
allow a user to interact without requiring any intermediate
device that would need to be held in the hand. Such displays
may be attached to computers, or to networks as terminals.
Such displays may also play a prominent role in the design
of digital appliances such as a personal digital assistant
(PDA), satellite navigation devices, mobile phones, and
video games. Further, such displays may include a capture
device and a display.

Various aspects described herein may be implemented
using standard programming or engineering techniques to
produce software, firmware, hardware, or any combination
thereof to control a computing device to implement the
disclosed subject matter. A computer-readable medium may
include, for example: a magnetic storage device such as a
hard disk, a floppy disk or a magnetic strip; an optical
storage device such as a compact disk (CD) or digital
versatile disk (DVD); a smart card; and a flash memory
device such as a card, stick or key drive, or embedded
component. Additionally, it should be appreciated that a
carrier wave may be employed to carry computer-readable
electronic data including those used in transmitting and
receiving electronic data such as electronic mail (e-mail) or
in accessing a computer network such as the Internet or a
local area network (LAN). Of course, a person of ordinary
skill in the art will recognize many modifications may be
made to this configuration without departing from the scope
or spirit of the claimed subject matter.

Various systems, methods, and computer-readable medi-
ums may be utilized for improved content coverage in
automatically-generated content summaries, and will now
be described with reference to the accompanying figures.

FIG. 1 depicts a block diagram of illustrative computing
device architecture 100, according to an example implemen-
tation. Certain aspects of FIG. 1 may be embodied in a
computing device 200 (for example, a mobile computing
device as shown in FIG. 2). As desired, embodiments of the
disclosed technology may include a computing device with
more or less of the components illustrated in FIG. 1. It will
be understood that the computing device architecture 100 is
provided for example purposes only and does not limit the
scope of the various embodiments of the present disclosed
systems, methods, and computer-readable mediums.

The computing device architecture 100 of FIG. 1 includes
a CPU 102, where computer instructions are processed; a
display interface 106 that acts as a communication interface
and provides functions for rendering video, graphics,
images, and texts on the display. According to certain some
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embodiments of the disclosed technology, the display inter-
face 106 may be directly connected to a local display, such
as a touch-screen display associated with a mobile comput-
ing device. In another example embodiment, the display
interface 106 may be configured for providing data, images,
and other information for an external/remote display that is
not necessarily physically connected to the mobile comput-
ing device. For example, a desktop monitor may be utilized
for mirroring graphics and other information that is pre-
sented on a mobile computing device. According to certain
some embodiments, the display interface 106 may wire-
lessly communicate, for example, via a Wi-Fi channel or
other available network connection interface 112 to the
external/remote display.

In an example embodiment, the network connection inter-
face 112 may be configured as a communication interface
and may provide functions for rendering video, graphics,
images, text, other information, or any combination thereof
on the display. In one example, a communication interface
may include a serial port, a parallel port, a general purpose
input and output (GPIO) port, a game port, a universal serial
bus (USB), a micro-USB port, a high definition multimedia
(HDMI) port, a video port, an audio port, a Bluetooth port,
a near-field communication (NFC) port, another like com-
munication interface, or any combination thereof.

The computing device architecture 100 may include a
keyboard interface 104 that provides a communication inter-
face to a keyboard. In one example embodiment, the com-
puting device architecture 100 may include a presence-
sensitive display interface 107 for connecting to a presence-
sensitive display. According to certain some embodiments of
the disclosed technology, the presence-sensitive display
interface 107 may provide a communication interface to
various devices such as a pointing device, a touch screen, a
depth camera, etc. which may or may not be associated with
a display.

The computing device architecture 100 may be configured
to use an input device via one or more of input/output
interfaces (for example, the keyboard interface 104, the
display interface 106, the presence sensitive display inter-
face 107, network connection interface 112, camera inter-
face 114, sound interface 116, etc.) to allow a user to capture
information into the computing device architecture 100. The
input device may include a mouse, a trackball, a directional
pad, a track pad, a touch-verified track pad, a presence-
sensitive track pad, a presence-sensitive display, a scroll
wheel, a digital camera, a digital video camera, a web
camera, a microphone, a sensor, a smartcard, and the like.
Additionally, the input device may be integrated with the
computing device architecture 100 or may be a separate
device. For example, the input device may be an acceler-
ometer, a magnetometer, a digital camera, a microphone,
and an optical sensor.

Example embodiments of the computing device architec-
ture 100 may include an antenna interface 110 that provides
a communication interface to an antenna; a network con-
nection interface 112 that provides a communication inter-
face to a network. According to certain embodiments, a
camera interface 114 is provided that acts as a communica-
tion interface and provides functions for capturing digital
images from a camera. According to certain embodiments, a
sound interface 116 is provided as a communication inter-
face for converting sound into electrical signals using a
microphone and for converting electrical signals into sound
using a speaker. According to example embodiments, a
random access memory (RAM) 118 is provided, where
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computer instructions and data may be stored in a volatile
memory device for processing by the CPU 102.

According to an example embodiment, the computing
device architecture 100 includes a read-only memory
(ROM) 120 where invariant low-level system code or data
for basic system functions such as basic input and output
(I/0), startup, or reception of keystrokes from a keyboard
are stored in a non-volatile memory device. According to an
example embodiment, the computing device architecture
100 includes a storage medium 122 or other suitable type of
memory (e.g., RAM, ROM, programmable read-only
memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), magnetic disks, optical
disks, floppy disks, hard disks, removable cartridges, flash
drives), where the files include an operating system 124,
application programs 126 (including, for example, a web
browser application, a widget or gadget engine, and or other
applications, as necessary) and data files 128 are stored.
According to an example embodiment, the computing
device architecture 100 includes a power source 130 that
provides an appropriate alternating current (AC) or direct
current (DC) to power components. According to an
example embodiment, the computing device architecture
100 includes a telephony subsystem 132 that allows the
device 100 to transmit and receive sound over a telephone
network. The constituent devices and the CPU 102 commu-
nicate with each other over a bus 134.

According to an example embodiment, the CPU 102 has
appropriate structure to be a computer processor. In one
arrangement, the CPU 102 may include more than one
processing unit. The RAM 118 interfaces with the computer
bus 134 to provide quick RAM storage to the CPU 102
during the execution of software programs such as the
operating system application programs, and device drivers.
More specifically, the CPU 102 loads computer-executable
process steps from the storage medium 122 or other media
into a field of the RAM 118 in order to execute software
programs. Data may be stored in the RAM 118, where the
data may be accessed by the computer CPU 102 during
execution. In one example configuration, the device archi-
tecture 100 includes at least 125 MB of RAM, and 256 MB
of flash memory.

The storage medium 122 itself may include a number of
physical drive units, such as a redundant array of indepen-
dent disks (RAID), a floppy disk drive, a flash memory, a
USB flash drive, an external hard disk drive, thumb drive,
pen drive, key drive, a High-Density Digital Versatile Disc
(HD-DVD) optical disc drive, an internal hard disk drive, a
Blu-Ray optical disc drive, or a Holographic Digital Data
Storage (HDDS) optical disc drive, an external mini-dual
in-line memory module (DIMM) synchronous dynamic ran-
dom access memory (SDRAM), or an external micro-
DIMM SDRAM. Such computer readable storage media
allow a computing device to access computer-executable
process steps, application programs and the like, stored on
removable and non-removable memory media, to off-load
data from the device or to upload data onto the device. A
computer program product, such as one utilizing a commu-
nication system may be tangibly embodied in storage
medium 122, which may comprise a machine-readable stor-
age medium.

According to one example embodiment, the term com-
puting device, as used herein, may be a CPU, or conceptu-
alized as a CPU (for example, the CPU 102 of FIG. 1). In
this example embodiment, the computing device may be
coupled, connected, and/or in communication with one or
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more peripheral devices, such as display. In another example
embodiment, the term computing device, as used herein,
may refer to a mobile computing device 200, such as a
smartphone or tablet computer. In this example embodiment,
the computing device may output content to its local display
and/or speaker(s). In another example embodiment, the
computing device may output content to an external display
device (e.g., over Wi-Fi) such as a TV or an external
computing system.

In some embodiments of the disclosed technology, the
computing device 200 may include any number of hardware
and/or software applications that are executed to facilitate
any of the operations. In some embodiments, one or more
1/O interfaces may facilitate communication between the
computing device and one or more input/output devices. For
example, a universal serial bus port, a serial port, a disk
drive, a CD-ROM drive, and/or one or more user interface
devices, such as a display, keyboard, keypad, mouse, control
panel, touch screen display, microphone, etc., may facilitate
user interaction with the computing device. The one or more
1/O interfaces may be utilized to receive or collect data
and/or user instructions from a wide variety of input devices.
Received data may be processed by one or more computer
processors as desired in various embodiments of the dis-
closed technology and/or stored in one or more memory
devices.

One or more network interfaces may facilitate connection
of the computing device inputs and outputs to one or more
suitable networks and/or connections; for example, the con-
nections that facilitate communication with any number of
sensors associated with the system. The one or more net-
work interfaces may further facilitate connection to one or
more suitable networks; for example, a local area network,
a wide area network, the Internet, a cellular network, a radio
frequency network, a Bluetooth enabled network, a Wi-Fi
enabled network, a satellite-based network any wired net-
work, any wireless network, etc., for communication with
external devices and/or systems.

FIG. 2 depicts an illustration of a computing device 200,
according to an example implementation. As shown in FIG.
2, the computing device may be a mobile computing device,
for example, a smartphone or a tablet. The mobile comput-
ing device may have a built-in or integrated display 250 for
presenting a graphical user interface (GUI) 290 or other user
interface. The display may be combined with a presence
sensitive input device to form a touch-sensitive or presence-
sensitive display for receiving user input from a stylus,
finger, or other means of gesture input. In some implemen-
tations, the mobile computing device may also include or be
associated with a sound producing device 250, such as a
speaker, piezoelectric buzzer, or the like.

The mobile computing device 200 may be in communi-
cation with an image capture device 270 for capturing or
recording content. As shown in FIG. 2, the computing device
may include a built-in or internal image capture device, for
example, a camera or CCD. The image capture device may
include or be associated with an illumination device 275, for
example, a flash device or IR beacon. In another example
implementation, the image capture device may be external
to the computing device and in communication with the
computing device, for example, through a direct connection,
or wireless coupling.

In certain implementations, the mobile computing device
200 may include one or more antennas or radios for wireless
communication. These may include antennas for receiving
GPS, Wi-Fi, or other radio communications. In addition, the
mobile computing device may include one or more sensors
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for detecting, for example and without limitation, tempera-
ture, pressure, altitude, magnetic heading, etc.

Research has shown that human users tend to maximize
value along three principle axes when creating summaries of
digital photo and video content: quality, diversity, and
coverage. Conventional techniques for automatic generation
of content summaries often fail to address these aspects
sufficiently, and in particular, do not address content cover-
age. In contrast, implementations of the present disclosed
technology include techniques for improved content cover-
age in automatically-generated content summaries.

When summarizing media content, it may be useful to
consider the breadth of coverage of the summarized content
in addition to other factors, such as intrinsic value (referred
to herein as “quality” or “interestingness”) or diversity of the
input content. For example, if a user has captured fifty
images or videos, with twenty of those images or videos
featuring a particular subject-matter or object, at least a
portion of the twenty may be desirable to be included in a
summary of the captured fifty images or videos—even if
none of the twenty are determined to have a high quality or
interestingness value when compared with the rest of the
content. Thus, if a user has captured content disproportion-
ately directed to a particular subject, that subject is likely
inherently meaningful/interesting to that user and should be
included in a summary of the content—even if conventional
techniques for generating content summaries might indicate
otherwise.

According to certain implementations, content coverage
may be improved by grouping elements, e.g., subsets of
images from a collection or segments of a video sequence,
into clusters based on similarity between the elements;
determining the diffusion in each cluster to reveal the
optimal “representative” of each cluster; and selecting a
subset of the cluster representatives providing a desired
length or duration of summary while improving or maxi-
mizing secondary factors. In an alternate implementation,
quality, diversity and coverage may be instead optimized in
a single step using a global optimization technique, for
example, Determinantal Point Process optimization. Such
alternate implementations, however, may be too computa-
tionally intensive to run on computing devices with limited
processing power, such as smartphones, tablets, and digital
cameras.

Clustering Elements

In some implementations, the input content may be pre-
divided into discrete elements, such as individual photos
from a vacation or a series of short clips. In another
implementation, the input content may be broken into
smaller elements as a part of summarization, for example,
dividing a fifteen-minute video into a number of five- to
ten-second clips. The elements may then be clustered or
grouped by similarity, according to various metrics such as
quality, content similarity, temporal similarity, etc. Cluster-
ing the content elements may improve or ensure diversity in
a generated content summary. In some implementations, the
actual data embodying the content may not necessarily be
altered. Instead, portions of content may be compared in-
place. Techniques for dividing content into subsets and
grouping the subsets into clusters by similarity are known in
the art and are not further discussed herein. Quality may
refer to any of a variety of factors determined to be inter-
esting to human users, including detected motion, objects, or
faces, color characteristics, content fidelity, or the presence
of audio features, etc.

In some implementations, there is no condition on a
minimum or maximum number of clusters. In another
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implementation, the number of clusters may be dictated by
a desired target summary length or size, e.g., duration of
summary or number of images. Accordingly, in such imple-
mentations, the number of clusters should be sufficiently
large such that, after choosing a representative clip from one
or more clusters, the total magnitude (e.g., duration, number
of images, etc.) of the chosen representative elements will
meet or exceed a target magnitude.

In another implementation, a particular stopping distance
criterion may be specified. For example, a limit on the
number of clusters may be specified as a percent of the total
number of input images or clips. However, this approach
may not work well with diverse albums. In another example,
clustering may be stopped based on the distance or similarity
between clusters. In such implementations, certain coverage
as well as diversity may be ensured.

Selecting a Cluster Representative by Diffusion

Once content has been clustered, a next step is to choose
a representative of each cluster to participate further in the
selection processes. According to certain implementations, a
quality diffusion may be used to select a representative for
each cluster. FIG. 3 is a flow diagram 300 illustrating
selection of representatives for content clusters based on
diffusion, according to an example implementation. As
shown in FIG. 3, a determined quality diffusion 321 for a
segment may be based on a quality 311 of the segment, and
a distance to 312 its neighbor elements in the same cluster.
In some implementations, the segment with the highest or
best diffused value may be chosen as a cluster representative
331.

An example procedure for such selection by diffusion
follows:

For each element I
For each neighbor j of i
diffusion_ constant = (dist[i][j] +
normalization_ parameter) * (dist[i][j] + normalization parameter);
diffused__qual[i] += qual[i] * qual[j]/diffusion_ constant;
end loop
end loop
representative = arg max diffused__quality][ ].

In some implementations, the normalization parameter
may be chosen empirically and used to balance the coverage
and quality. Intuitively speaking, each input element “dif-
fuses” its quality to the neighbors and each element’s
resultant quality is the aggregated diffused values from all its
neighbors. For example, if an element has very high quality
and close-in-distance neighbors, then that element may be
rewarded more. An element that has no high quality neigh-
bors may be rewarded less. As a result, a representative
element selected based on diffusion may represent a cluster
with improved consideration of both quality and coverage.
In one example, if a cluster contains five similar elements of
quality 0.5 and a sixth element which is a little different than
the five elements but has a quality is 0.6, the better repre-
sentative may be from the first five elements.

Selecting Among Cluster Representatives

FIG. 4 is a flow diagram 400 illustrating selection among
representative segments for inclusion in a content summary,
according to an example implementation. In some imple-
mentations, once a representative has been selected for each
cluster, as shown in FIG. 3, a subset of the cluster repre-
sentatives may be chosen for inclusion in the content sum-
mary. An example procedure for such selection follows:

1. Each cluster representative’s quality is weighted by a

parameter that is determined by the size of the cluster
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that it represents, as shown in block 411. The larger the
cluster, the higher the quality becomes. Thus, coverage
may be rewarded.
2. An objective function is declared that when maximized
will increase the quality and diversity of the elements,
as shown in block 421.

3. A greedy optimization strategy is used to maximize the
objective function, as shown in block 431.

In some implementations, the objective function may be
defined to reward coverage and diversity as follows:

For rewarding coverage: qual  [i]=f(clustersize)*qual

[1]. The larger the cluster, larger the value of f.
For rewarding diversity, there may be two types of
diversity defined:
Type 0 may be based on distance from the nearest
neighbor. diversity=2, ;smin ., d (i,))
Type 1 may be based on aggregate distances from all
the neighbors. diversity=%, %, d(i,j)
Based on these definitions, the objective function (take type
0 diversity, for example) may be defined as:
maxseSZieSminjeS\id(i Sj )+}\'ieSqualnew[i] ’
where A is a parameter to balance the quality and diversity.
Note that the quality here is already weighted for coverage.
The objective function may be maximized for the required
number of subset elements.

In some implementations, a greedy elimination strategy
may be used to find a solution. In other words, a worst
element is eliminated from the pool until the desired number
of elements needed is reached. An example procedure for
such a greedy strategy follows:

1. S={1, 2, . . ., N}; // start with all the cluster owners;

2. while [SI>required number of elements, then:

a. find the “worst” element that minimizes the loss,

i = argminmind(i + j) + Aqual,,, [i]
ie§ jesv

b. S=S\i;

3. Return S.

Manual User Constraints

According to certain implementations, manually edited or
user selectable constraints may be used with the disclosed
techniques. Manually edited constraints may include two
categories, inclusions and exclusions. Exclusions may be
photos clips, or other elements that a user has explicitly
removed or flagged for non-inclusion in a content summary.
Inclusions may be elements that a user has marked or
otherwise indicated for inclusion in a content summary.

In some implementations, further inclusions or exclusions
may be made automatically based on manually edited con-
straints. For example, elements determined to be similar to
a manually excluded element may also be excluded from a
content summary. In another implementation, an exclusion
or inclusion may be implied based on manual user activity.
For example, clips that a user has explicitly added or
manually edited may be automatically considered inclu-
sions. In another example, photos tagged as containing
nudity or inappropriate content may be automatically con-
sidered exclusions.

According to certain implementations, exclusions may be
screened or removed from an input content set before
clustering and thus exempt from the remainder of the
content summarization process. Moreover, any clip or seg-
ment that overlaps with an exclusion element may also be
left out. In another implementation, exclusions may be
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present for clustering. However, once clusters are deter-
mined, all other elements belonging to a cluster containing
an exclusion element may also be excluded. Thus, elements
determined to be similar to a manually excluded segment
may also be excluded.

According to certain implementations, inclusion elements
may be automatically made representatives of their respec-
tive clusters. Accordingly, duplicates or elements redundant
to the inclusion element may be prevented from appearing in
the summary without compromising coverage.

In some implementations, inclusion elements may be
treated normally during clustering. However, if more than
one inclusion element is grouped in a single cluster, then the
single cluster may be divided into or redefined as several
sub-clusters with each sub-cluster having one inclusion
element. The other elements of the original cluster may be
assigned to the sub-cluster with the nearest or most similar
inclusion.

In another implementation, a first element that overlaps
most with each inclusion element may be replaced by the
inclusion element. The quality and distance metrics may be
transferred to the inclusion element from the overlapping
element being replaced.

In some implementations, during post-clustering selec-
tion, inclusion elements may be selected ahead of normal
cluster representatives. Cluster representatives determined
to be similar to inclusion clips also be less preferred over
cluster representatives.

In another implementation, an inclusion element may be
nonetheless excluded from a summary if it fails to meet
certain criteria, such as a minimum length. In another
implementation, global criteria such as a minimum required
quality may not apply to inclusion elements. In another
implementation, where an inclusion element and an exclu-
sion element overlap, the inclusion element may override
the exclusion.

In yet another implementation, both inclusions and exclu-
sions may be enforced or ignored based on how they change
a duration of a generated summary.

FIG. 5 is a flow diagram of a method 500 for providing
improved content coverage in automatically-generated con-
tent summaries As shown in FIG. 5, the method 500 starts
in block 502, and, according to an example implementation,
includes receiving, at a computing device, content to be
summarized. In block 504, the method 500 includes defin-
ing, by the computing device, and based on the content, a
plurality of content segments. In block 506, the method 500
includes defining, by the computing device, and based on a
determined similarity between content segments from the
plurality of content segments, a plurality of content segment
clusters, each content segment cluster from the plurality of
content segment clusters associated with one or more con-
tent segments from the plurality of content segments.

In block 508, the method 500 includes determining, by the
computing device, a plurality of representative content seg-
ments including a representative content segment for each
content segment cluster from the plurality of content seg-
ment clusters, wherein, for a first content segment cluster
from the plurality of content segment clusters, a first repre-
sentative content segment is determined by: calculating a
diffusion value for each content segment associated with the
first content segment cluster, the diffusion value calculated
based on a quality value associated with the respective
content segment and a proximity of the respective content
segment with other content segments associated with the
first content segment cluster; and responsive to calculating
the diffusion value for each content segment, selecting, as
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the first representative content segment for the first content
segment cluster, the content segment with a highest calcu-
lated diffusion value.

In block 510, the method 500 includes selecting, by the
computing device, and to be included in a summary of the
content, one or more representative content segments from
the plurality of representative content segments, wherein a
magnitude of the one or more representative content seg-
ments exceeds a predetermined threshold

It will be understood that the various steps shown in FIG.
5 are illustrative only, and that steps may be removed, other
steps may be used, or the order of steps may be modified.

Certain implementations of the disclosed technology are
described above with reference to block and flow diagrams
of systems and methods and/or computer program products
according to example implementations of the disclosed
technology. It will be understood that one or more blocks of
the block diagrams and flow diagrams, and combinations of
blocks in the block diagrams and flow diagrams, respec-
tively, may be implemented by computer-executable pro-
gram instructions. Likewise, some blocks of the block
diagrams and flow diagrams may not necessarily need to be
performed in the order presented, or may not necessarily
need to be performed at all, according to some implemen-
tations of the disclosed technology.

These computer-executable program instructions may be
loaded onto a general-purpose computer, a special-purpose
computer, a processor, or other programmable data process-
ing apparatus to produce a particular machine, such that the
instructions that execute on the computer, processor, or other
programmable data processing apparatus create means for
implementing one or more functions specified in the flow
diagram block or blocks. These computer program instruc-
tions may also be stored in a computer-readable memory that
may direct a computer or other programmable data process-
ing apparatus to function in a particular manner, such that
the instructions stored in the computer-readable memory
produce an article of manufacture including instruction
means that implement one or more functions specified in the
flow diagram block or blocks. As an example, implementa-
tions of the disclosed technology may provide for a com-
puter program product, comprising a computer-usable
medium having a computer-readable program code or pro-
gram instructions embodied therein, said computer-readable
program code adapted to be executed to implement one or
more functions specified in the flow diagram block or
blocks. The computer program instructions may also be
loaded onto a computer or other programmable data pro-
cessing apparatus to cause a series of operational elements
or steps to be performed on the computer or other program-
mable apparatus to produce a computer-implemented pro-
cess such that the instructions that execute on the computer
or other programmable apparatus provide elements or steps
for implementing the functions specified in the flow diagram
block or blocks.

Accordingly, blocks of the block diagrams and flow
diagrams support combinations of means for performing the
specified functions, combinations of elements or steps for
performing the specified functions and program instruction
means for performing the specified functions. It will also be
understood that each block of the block diagrams and flow
diagrams, and combinations of blocks in the block diagrams
and flow diagrams, may be implemented by special-purpose,
hardware-based computer systems that perform the specified
functions, elements or steps, or combinations of special-
purpose hardware and computer instructions.
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While certain implementations of the disclosed technol-
ogy have been described in connection with what is pres-
ently considered to be the most practical and various imple-
mentations, it is to be understood that the disclosed
technology is not to be limited to the disclosed implemen-
tations, but on the contrary, is intended to cover various
modifications and equivalent arrangements included within
the scope of the appended claims. Although specific terms
are employed herein, they are used in a generic and descrip-
tive sense only and not for purposes of limitation.

This written description uses examples to disclose certain
implementations of the disclosed technology, including the
best mode, and also to enable any person skilled in the art
to practice certain implementations of the disclosed tech-
nology, including making and using any devices or systems
and performing any incorporated methods. The patentable
scope of certain implementations of the disclosed technol-
ogy is defined in the claims, and may include other examples
that occur to those skilled in the art. Such other examples are
intended to be within the scope of the claims if they have
structural elements that do not differ from the literal lan-
guage of the claims, or if they include equivalent structural
elements with insubstantial differences from the literal lan-
guage of the claims.

We claim:
1. A method comprising:
receiving, at a computing device, content to be summa-
rized;
defining, by the computing device, and based on the
content, a plurality of content segments;
defining, by the computing device, and based on a deter-
mined similarity between content segments from the
plurality of content segments, a plurality of content
segment clusters, each content segment cluster from the
plurality of content segment clusters associated with
one or more content segments from the plurality of
content segments;
determining, by the computing device, a plurality of
representative content segments including a represen-
tative content segment for each content segment cluster
from the plurality of content segment clusters, wherein,
for a first content segment cluster from the plurality of
content segment clusters, a first representative content
segment is determined by:
calculating a diffusion value for each content segment
associated with the first content segment cluster, the
diffusion value calculated based on a quality value
associated with the respective content segment and a
proximity of the respective content segment with
other content segments associated with the first con-
tent segment cluster; and
responsive to calculating the diffusion value for each
content segment, selecting, as the first representative
content segment for the first content segment cluster,
a content segment with a highest calculated diffusion
value;
selecting, by the computing device, and to be included in
a summary of the content, one or more representative
content segments from the plurality of representative
content segments, wherein a magnitude of the one or
more representative content segments exceeds a pre-
determined threshold; and
outputting, for display, the summary of the content
wherein the summary of the content comprises the one
or more selected representative content segments.
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2. The method of claim 1, wherein:

the quality value associated with each content segment is
based on one or more of detected motion, detected
faces, recognized objects, colorfulness, fidelity of con-
tent segment, or accompanying audio to the content
segment.

3. The method of claim 1, wherein the selecting the one
or more representative content segments to be included in
the summary of the content is based on a greedy strategy.

4. The method of claim 1, further comprising:

receiving, at the computing device, an indication of one or

more content segments from the plurality of content
segments to be excluded from the summary of the
content; and

removing from the plurality of content segments, before

defining the plurality of content segment clusters, the
one or more content segments to be excluded.

5. The method of claim 4, further comprising:

removing, from the plurality of content segments, content

segments that overlap with a content segment from the
one or more content segments to be excluded from the
summary of the content.
6. The method of claim 5, further comprising:
receiving, at the computing device, an indication of one or
more content segments from the plurality of content
segments to be included in the summary of the content,

wherein the removing the one or more content segments
to be excluded does not include removal of any content
segments that also overlap with a particular content
segment from the one or more content segments to be
included in the summary of the content.

7. The method of claim 1, further comprising:

receiving, at the computing device, an indication of one or

more content segments from the plurality of content
segments to be excluded from the summary of the
content, wherein the one or more representative content
segments to be included in the summary of the content
does not include content segments from any content
segment cluster associated with a content segment from
the one or more content segments to be excluded from
the summary of the content.

8. A computer program product comprising a non-transi-
tory computer readable medium that stores instructions that,
when executed by a computing device, cause the computing
device to perform a method comprising:

receiving, at the computing device, content to be summa-

rized;

defining, by the computing device, and based on the

content, a plurality of content segments;

defining, by the computing device, and based on a deter-

mined similarity between content segments from the
plurality of content segments, a plurality of content
segment clusters, each content segment cluster from the
plurality of content segment clusters associated with
one or more content segments from the plurality of
content segments;

determining, by the computing device, a plurality of

representative content segments including a represen-
tative content segment for each content segment cluster
from the plurality of content segment clusters, wherein,
for a first content segment cluster from the plurality of
content segment clusters, a first representative content
segment is determined by:
calculating a diffusion value for each content segment
associated with the first content segment cluster, the
diffusion value calculated based on a quality value
associated with the respective content segment and a
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proximity of the respective content segment with
other content segments associated with the first con-
tent segment cluster; and

responsive to calculating the diffusion value for each
content segment, selecting, as the first representative
content segment for the first content segment cluster,
the content segment with a highest calculated diffu-
sion value;

selecting, by the computing device, and to be included in

a summary of the content, one or more representative
content segments from the plurality of representative
content segments; and

outputting, for display, the summary of the content

wherein the summary of the content comprises the one
or more selected representative content segments.

9. The computer program product of claim 8, wherein:

the quality value associated with each content segment is

based on one or more of detected motion, detected
faces, recognized objects, colorfulness, fidelity of con-
tent segment, or accompanying audio to the content
segment.

10. The computer program product of claim 8, wherein
the selecting the one or more representative content seg-
ments to be included in the summary of the content is based
on a greedy strategy.

11. The computer program product of claim 8, the method
further comprising:

receiving, at the computing device, an indication of one or

more content segments from the plurality of content
segments to be included in the summary of the content,
and, for each content segment cluster comprising a
content segment from the one or more content seg-
ments to be included, the representative content seg-
ment for the respective content segment cluster being a
content segment from the one or more content seg-
ments to be included.

12. The computer program product of claim 11, wherein:

representative content segments, that are content seg-

ments from the one or more content segments to be
included, are given priority over other representative
content segments from the plurality of representative
content segments in the selecting of the one or more
representative content segments to be included.

13. The computer program product of claim 8, the method
further comprising:

receiving, at the computing device, an indication of one or

more content segments from the plurality of content
segments to be included in the summary of the content,
and, for each content segment cluster comprising a
content segment from the one or more content seg-
ments to be included in the summary of the content, the
representative content segment for the respective con-
tent segment cluster being:
a content segment from the one or more content seg-
ments to be included the summary of the content, or
a content segment, associated with the respective con-
tent cluster, that most overlaps with the content
segment from the one or more content segments to
be included in the summary of the content.

14. The computer program product of claim 8, further
comprising:

receiving, at the computing device, an indication of one or

more content segments from the plurality of content
segments to be included in the summary of the content;
and

responsive to defining the plurality of content clusters,

defining, by the computing device, and for each content
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cluster associated with two or more content segments
from the one or more content segments to be included
in the summary of the content, two or more sub-
clusters, each sub-cluster from the two or more sub-
clusters associated with one of the two more content
segments from the one or more content segments to be
included in the summary of the content; and
associating, for each other content segment associated
with the content segment cluster, the respective other
content segment with a sub-cluster of the two or more
sub-clusters that is associated with a content segment to
be included in the summary of the content that is closest
in proximity to the respective content segment.
15. A system comprising:
at least one memory operatively coupled to a computing
device and configured for storing data and instructions
that, when executed by the computing device, cause the
computing device to perform a method comprising:
receiving, at the computing device, a plurality of content
segments representing content to be summarized;
defining, by the computing device, and based on a deter-
mined similarity between content segments from the
plurality of content segments, a plurality of content
segment clusters, each content segment cluster from the
plurality of content segment clusters associated with
one or more content segments from the plurality of
content segments;
determining, by the computing device, a plurality of
representative content segments including a represen-
tative content segment for each content segment cluster
from the plurality of content segment clusters, wherein,
for a first content segment cluster from the plurality of
content segment clusters, a first representative content
segment is determined by:
calculating a diffusion value for each content segment
associated with the first content segment cluster, the
diffusion value calculated based on a quality value
associated with the respective content segment and a
proximity of the respective content segment with
other content segments associated with the first con-
tent segment cluster; and
responsive to calculating the diffusion value for each
content segment, selecting, as the first representative
content segment for the first content segment cluster,
the content segment with a highest calculated diffu-
sion value;
selecting, by the computing device, and to be included in
a summary of the content, one or more representative
content segments from the plurality of representative
content segments, wherein a magnitude of the one or
more representative content segments exceeds a pre-
determined threshold; and
outputting, for display, the summary of the content
wherein the summary of the content comprises the one
or more selected representative content segments.
16. The system of claim 15, wherein:
the quality value associated with each content segment is
based on one or more of detected motion, detected
faces, recognized objects, colorfulness, fidelity of con-
tent segment, or accompanying audio to the content
segment.
17. The system of claim 15, wherein the selecting the one
or more representative content segments to be included in
the summary of the content is based on a greedy strategy.
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18. The system of claim 1, the method further comprising:
receiving, at the computing device, an indication of one or
more content segments from the plurality of content
segments to be excluded from the summary of the
content; and
removing from the plurality of content segments, before
defining the plurality of content segment clusters, the
one or more content segments to be excluded.
19. The system of claim 18, the method further compris-
ing:
removing, from the plurality of content segments, content
segments that overlap with a content segment from the
one or more content segments to be excluded from the
summary of the content.
20. The system of claim 19, further comprising:
receiving, at the computing device, an indication of one or
more content segments from the plurality of content
segments to be included in the summary of the content,
wherein the removing the one or more content segments to
be excluded does not include removal of any content seg-
ments that also overlap with a particular content segment
from the one or more content segments to be included in the
summary of the content.
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